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Abstract

Deepfake technologies are powerful tools that can be misused for
malicious purposes such as spreading disinformation on social me-
dia. The effectiveness of such malicious applications depends on
the ability of deepfakes to deceive their audience. Therefore, re-
searchers have investigated human abilities to detect deepfakes in
various studies. However, most of these studies were conducted
with participants who focused exclusively on the detection task;
hence the studies may not provide a complete picture of human
abilities to detect deepfakes under realistic conditions: Social media
users are exposed to cognitive load on the platform, which can
impair their detection abilities. In this paper, we investigate the
influence of cognitive load on human detection abilities of voice-
based deepfakes in an empirical study with 30 participants. Our
results suggest that low cognitive load does not generally impair de-
tection abilities, and that the simultaneous exposure to a secondary
stimulus can actually benefit people in the detection task.
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1 Introduction

Deepfakes refer to synthetic media content that is the result of
manipulating source media in order to depict situations that did not
occur in reality. Among the most popular applications of deepfake
technology is to “fake” people by replicating their appearance or
their voice [47]. While there are beneficial applications, such as
depicting historical figures [62] or objects [43, 64] in a museum,
deepfakes are predominantly used unethically and without consent
of the depicted individuals [18]. Examples of malicious deepfake
attacks include fraud [11, 17], non-consensual depiction in porno-
graphic contexts [46, 58], and the spread of disinformation [2].

One way to reduce these negative consequences of the malicious
use of deepfakes is to educate individuals on how to recognize
manipulated media [56]. However, with the advancement of deep
learning technologies, these deepfakes are getting hard to spot.
Various studies on the human ability in detecting voice [9, 29, 45, 48],
video [26, 34, 51, 57], text [15], and multimodal deepfakes [16, 21,
27, 30] come to similar conclusions: human detection performance
of deepfakes is often not much better than a coin toss.

Social media platforms are especially popular channels for spread-
ing disinformation and fake news (e.g., through the use of deep-
fakes) [40, 65]. The consumption of social media causes cognitive
load for users [50] in the form of divided attention across multiple
posts and advertisements [31] or even information overload [24].
We believe that this cognitive load has the potential to interfere
with the human detection performance of deepfakes.

To our knowledge, this paper represents the first study on the
impact of cognitive load on the human detection abilities of voice-
based deepfakes. We specifically investigate voice modality as it can
be effectively used to influence people [23], was among the most dif-
ficult modalities to detect in previous studies [16, 27], and requires
only a small amount of source material to create realistic-sounding
clones of individuals. Although video is the primary modality in
social media, voice clones pose a real threat in terms of spreading
disinformation, as attackers can imitate news videos by adding
cloned voices of newsreaders to widespread B-roll (“symbolic”)
footage, which provides no visual clues to spot a manipulation.

This paper reports on a study involving 30 participants in which
their ability to distinguish cloned voices of newsreaders from their
real counterparts is examined in two experiments. In Experiment 1,
an audio stimulus is presented to a participant, who has to decide
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whether this stimulus is real or fake under varying cognitive loads.
We emulate this cognitive load with a 1-back task that has to be
solved while listening to the stimulus. In Experiment 2, we create a
different kind of distraction by showing participants related B-roll
footage in parallel to the audio stimulus.! We find that light cog-
nitive load, as caused by a 1-back task, does not in general impact
human accuracy in detecting voice-based deepfakes. Furthermore,
we observe that the simultaneous consumption of a secondary stim-
ulus, such as the B-roll videos in Experiment 2, causes participants
to get significantly better at the detection task.

In this paper, we contribute an extensive analysis of the body
of literature that conducted empirical studies to examine human
voice-clone detection abilities. Further, we outline a realistic attack
that makes use of voice clones to spread disinformation on social
media. Then, we describe a pipeline to obtain realistic-sounding
voices-clones of real newsreaders and present our study. Finally,
we report and discuss our findings and possible explanations.

2 Related Work

In the literature, we found 12 papers that report about studies
that investigate and quantify the human ability in distinguishing
between real (also known as bona fide) or fake (also known as
spoofed) audio stimuli. A recent overview about those studies was
provided by Amirkhani et al. [5]. In the following, we discuss and
compare these studies with respect to experimental design, stimuli
design, variables, findings, and identified indicators. The indicators
are organized into a novel taxonomy.

Experimental Approaches. An established procedure is to ask
participants to listen to a single audio stimulus and assign one of
two labels to the audio clip: bona fide or spoofed [9, 27, 29, 45, 48,
55, 60, 61]. For their study, Alali and Theodorakopoulos [4] mixes
bona fide and spoofed audio into a single clip and hence require
a third assignable class (“partially fake”). Some studies take into
account the confidence of participants in their decision-making.
[13] enable participants to choose the option “unsure” instead of
making a decision. Barnekow et al. [7] allow participants to assign
one of five labels, namely “real”, “rather real”, “rather fake”, “fake”
and “no idea”. Similarly, Frank et al. [21] ask their participants
to rate deepfaked media (including speech) on a 5-point Likert
scale ranging from “definitely non-human” to “definitely human.
In addition to the standard binary classification, Barrington et al. [9]
presents participants with two audio stimuli and ask them to decide
if they originated from the same identity. These pairs of audio
stimuli originate from either two different human speakers, two
identical human speakers, or one human speaker and their cloned
voice. A similar pairwise task is included in the study procedure of
Mai et al. [45], in which participants are shown a pair of bona fide
and spoofed audio stimuli and asked to identify which is which.

A notable distinction between these studies is the format in
which they are conducted. Eight of these studies are conducted
as an online survey (e.g., crowdsourced via Proliﬁcz) [4,7,9, 21,
27, 45, 48, 60]. Although this format allows researchers to acquire
numerous participants—between 102 [7] and 3,002 participants
[21]—the acoustic properties of the environment (e.g., speaker vs.
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headphones, background noise) can not be sufficiently controlled.
Two studies collect their data via web conferencing services (e.g.,
Zoom) [29, 55]. While Han et al. let participants play the audio
stimuli on their local computer through the browser, Sharevski et al.
share the audio through the web conferencing software, which
could introduce compression artifacts that might interfere with
the experiment. Lastly, two studies are conducted in a controlled
laboratory environment [13, 61].

Experimental Stimuli. When conducting a study on the human
ability to detect auditory deepfakes, it is common practice to use
a bona fide and spoofed stimuli from the same speaker. Previous
studies have employed one of three methodologies to obtain such
stimuli. The first method uses existing datasets that contain such
stimuli. The second method involves using an existing dataset of
bona fide stimuli, the speakers of which are spoofed using a state-
of-the-art voice clone model. The third method creates a corpus
of bona fide and spoofed stimuli, which may entail recording or
crawling custom audio data.

Popular datasets for these studies, which contain both bona fide
and spoofed stimuli, originate from the Automatic Speaker Ver-
ification Challenge? (ASVspoof). Specifically, the datasets of the
ASVspoof challenge of the years 2017 [37], 2019 [59], and 2021
[42] have been used as target stimuli in the studies consulted
[13, 29, 48, 55, 60]. These datasets represent a substantial data-
base of speech recordings from the VCTK dataset [63] and spoofed
audios, generated with a broad range of state-of-the-art TTS, voice
conversion, and deepfake models. Alali and Theodorakopoulos [4]
and Barrington et al. [9] resort to their own previously created
datasets from 2024, namely the RFP [3] and the Deepspeak dataset
[8], respectively. The RFP dataset is a collection of bona fide audios
obtained from the VCTK, the UK and Ireland English speech [19],
the DiPCo [54], and the YouTube-8M [1] datasets which were used
as target speakers for TTS, voice conversion, and partial deepfake
approaches to produce spoofed audios. The Deepspeak dataset was
created by asking crowdworkers to record a video of themselves
speaking utterances, and then used audio and video manipulation
such as voice cloning and lip-sync to generate spoofed media. Bhalli
et al. [13] use the “Fake or Real” (FoR) dataset [52] from 2019 in
their study, which comprises bona fide stimuli from the CMU ARC-
TIC [39], LJ Speech [33], and Voxforge [44] datasets and synthetic
speech from commercial TTS systems. Since Groh et al. [27] mostly
focus on video deepfakes in the political domain, they use the Pres-
idential Deepfakes dataset [53] from 2021 to obtain stimuli for their
study. Next to the ASVspoof 2021 dataset, Warren et al. [60] also
use the Wavefake [22] and FakeAVCeleb [35] datasets (both created
in 2021) in their study.

Factors Influencing the Recognition Performance. The aforemen-
tioned studies examined the impact of different variables on the
accuracy with which humans recognize voice clones. The studies
assume that four main factors could influence human accuracy: the
characteristics of the participant, the speaker, the spoken content,
and the synthesis.

In terms of participant characteristics, the impact of demograph-
ics such as gender [9, 13], age [9, 21, 48], educational background

Shttps://www.asvspoof.org/
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[21, 61], and country of residence [21] have been analyzed. Addi-
tionally, the effect of language proficiency characteristics such as
native language [13, 48] and level of fluency in a second language
[13] have been investigated. Furthermore, the levels of computing
experience of a participant has been considered in three studies
[13, 48, 61]. Two studies focus on the human detection abilities
of blind and visually impaired individuals [29, 55]. Other studies
investigate the impact of familiarity with the speaker’s voice [4, 45]
and of the level of training [13, 45, 48].

The speaker’s characteristics are for the most part underexplored
in the aforementioned studies. So far, only the effects of a speaker’s
gender and their spoken dialect have been examined [4].

An investigation of the impact of spoken content characteristics
has been conducted by Watson et al. [61]. In their study, they ana-
lyze whether the level of complexity (e.g., tongue twisters versus
simple sentences) of voice clones has an impact on human detection
abilities. Furthermore, they test whether mentioning a political can-
didate in the speech affects human accuracies. Finally, two studies
examine the effects of spoken language on the human detection
accuracy, in order to ascertain whether the language of the spoken
content has an effect on this. While Mai et al. [45] draw parallels
between English and Mandarin, Frank et al. [21] compare English,
German, and Mandarin.

The last category of variables that are varied in studies of human
voice clone detection abilities are characteristics of the synthesis.
These characteristics include the choice of voice synthesis system
[4, 55, 60], the type of the synthesis (e.g., TTS versus deepfake)
[29, 48], and duration of the synthesized audio [9, 45, 61]. Of the
analyzed studies, Frank et al. [21] and Groh et al. [27] also consider
different kind of modalities of the synthesized deepfakes such as
video and text.

Study Findings. As the human performance in detecting voice
clones depends on a variety of factors, the measured human accu-
racy varies dramatically from study to study. A large proportion
of the studies find that human accuracy in detecting voice clones
range between 60% and 80% [9, 27, 45, 48, 60]. Below that range,
Frank et al. [21] find accuracies slightly above chance of between
50% and 60% depending on a participant’s nationality and the lan-
guage of the audio stimuli. Accuracy is measured in a comparable
range by Han et al. [29] and Sharevski et al. [55]—both studies
that investigate the detection performance of blind or low vision
individuals. However, there are outliers reporting on accuracies
that are considerably below chance. The study by Watson et al. [61]
reports on an average accuracy of 42% across university students.
Similarly, Barnekow et al. [7] clone the voice of a university pro-
fessor familiar to their participants and find that they could only
recognize the cloned voice correctly in 37% of the cases. The lowest
found accuracy is 16% for detecting partial fake speech (i.e., single
media items that contain both bona fide and spoofed voices) [4].

In addition to detection accuracies, studies investigated which
factors significantly impact these values. One of the most detrimen-
tal factor is what approach was used to create the spoofed stimuli
[60] which can cause a difference of up to 20% in average accuracy.
Furthermore, Miiller et al. [48] find that native speakers have an ad-
vantage in detecting voice clones speaking in their native language.
According to Watson et al. [61], the spoken content has a major
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(1) Artifacts (3) Pronunciation

e Background noises [7, 9] e Accents [9, 29]
e Frequency profile [7] o Filler words [29]
e Recording quality [9, 29] e Mispronunciations [9, 29]
e Reverb and echo [7, 29] e Stutters [9]
(2) Inflection (4) Rhythm

e Emotions [9, 29]

e Intonation [45]

e Breathing [9, 29]
e Pace [9, 45]
e Monotonousness [9] e Pauses [9, 29, 45]

e Roboticness [45]

Figure 1: Our taxonomy of indicative characteristics of stim-
uli that participants in various studies reported using to dis-
tinguish between bona fide and spoofed voices. The cate-
gories are detailed in the last part of Section 2

impact; complex spoken content is easier to recognize than simple
content in spoofed audios. Finally, Bhalli et al. [13] find that training
sessions can help to increase the human detection performance.
On the contrary, some studies also identified factors that do
not affect the human detection performance. Barrington et al. [9]
do not find any effect of the speaker’s gender. On the participant
side, minor effects are associated with demographics [21] except
the performance decline with increased age [48]. Particularly, an
educational background in computing does not affect the human
detection performance [13, 48, 61]. Lastly, the listening behavior of
a participant does not play a significant role such as the number of
stimulus repetitions or the time spend on the detection task [45].

Indicative Characteristics of Stimuli. In the different studies that
we analyze, participants report on different indicators that helped
them to distinguish between bona fide and spoofed stimuli. In
Figure 1, we organize these properties into a taxonomy to provide
an overview of these indicators.

The artifacts group (1) comprises acoustic artifacts that are un-
wanted byproducts of speech synthesis algorithms, which include
background noises, unnatural frequency profiles, varying levels of
perceived audio quality, and inconsistent reverb and echo behavior.
Most of these lead participants to decide that a stimulus is spoofed.

The inflection group (2) is concerned with the “melody” and
stress of the speech. The existence or lack thereof of perceived
emotions can be an indicator of either bona fide or spoofed audio
stimuli, respectively. Intonation can be a tool to express such emo-
tions by varying the pitch of pronounced syllables in an utterance.
If these intonations are underexpressed or unnaturally frequent,
participants perceived stimuli as monotone or robotic.

The pronunciation group (3) describes how the words in an ut-
terance are pronounced. Accents (e.g., New York accents) influence
this pronunciation and can impact whether a participant perceive
an audio as bona fide or spoofed. Added filler words and stutters
are usually associated with bona fide stimuli, while odd mispronun-
ciations can be indicators for spoofed stimuli as well.

Finally, the rhythm group (4) describes temporal properties of
a spoken utterance. Breathing at anticipated times, although re-
producible with modern voice synthesis algorithms, are typically
indicators for bona fide stimuli. The same is true for pauses in the
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Figure 2: Real-world attack model for spreading fake news
videos with voice-based deepfakes. The audience is tricked
into believing to hear some well-known newsreader—and
thus that the news is spread by the reader’s news outlet. Our
study is designed to mirror corresponding attacks.

speech. The overall pace of a spoken utterance can also give away
if a stimulus is spoofed or bona fide.

3 Fake News Attack Model

To demonstrate how voice-based deepfakes can be instrumentalized
to spread disinformation, we outline a real-world attack model. This
attack model is based on the premise that newsreaders, journalists
and social media influencers publish numerous high-quality videos
in which they report on news on social media platforms or news
portals. These videos are easily accessible to potential attackers,
who can use voice cloning to imitate the voices of these speakers
once they have collected enough high-quality material. For example,
Elevenlabs* suggests a minimum amount of source material of
30 minutes. The attackers could use the cloned newsreader voices
to report fake news that fits their agenda, which would appear
believable due to the credibility of the imitated newsreader. When
news is presented in a voice-over style, combined with symbolic
B-roll video footage, with the newsreader not visible, all the visual
cues indicating that the media is fake are eliminated.

Figure 2 outlines the attack model differentiating the roles of
a news channel, an attacker, and an audience. On the side of the
news channel, a newsreader reads out factual news in voice-over
style, which is combined with symbolic video material to create the
bona fide news video. The attacker collects audio material through,
for example, the extraction of audio channels from news videos
and other available sources and then uses it to train or condition a
voice clone model. This model generates a voice-over narration for
attacker-provided fake news in the newsreader’s voice, which is
paired with original news footage or a symbolic video to produce
the spoofed news video ready for publication on social media.

This attack model is not just a thought experiment, but is cur-
rently being used in real attacks. In the beginning of 2025, journalist
Georgina Findlay became victim of such an attack, in which far
right social media channels cloned her voice to spread disinfor-
mation following fascist ideologies [20]. In 2023, German news
program “Tagesschau” was under attack, in which the voice’s of
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their newsreaders were cloned to spread disinformation about the
Ukrainian war and the Covid-19 pandemic [10].

4 Stimulus Design

To obtain bona fide and spoofed stimuli for our experiments, we
follow a methodology that is plausible for potential attackers in the
described attack model in Section 3. We suspect that a potential
attacker is likely to acquire source media from social media plat-
forms. Therefore, we apply the same strategy, manually collecting
videos from YouTube. The news videos that we deem usable are
clips from well-known news channels (e.g., NBC, BBC) that are of
high audiovisual quality and have low levels of background noise.
As the effectiveness of the attack depends on the acoustic properties
of a voice, we include different speakers in our experiments. Specif-
ically, we collect videos of four renowned newsreaders (two female
and two male). The following four newsreaders are selected based
on their vocal diversity and the amount of obtainable high-quality
source media on YouTube:

e Andrea Mitchell. American journalist at NBC News.
e Carl Nasman. American journalist at BBC News.

e Lester Holt. American journalist at Dateline NBC.

o Sophie Raworth. English journalist at BBC News.

The source videos undergo an extensive manual filtering and
editing process. Duplicate video segments are removed, and noisy
parts are cut out. This collection, filtering, and editing process is
repeated until at least one hour’s worth of training data has been
collected for each of the four voices. During this process, suitable
candidate segments for bona fide stimuli in the study are selected
and set aside, i.e., not used for training the voice clone model.

We apply additional automatic preprocessing steps to the train-
ing portion of the videos. Music and background noises are removed
by employing an MDX-Net model [36] for music demixing and a
model called “Kim Vocal 1” from the Ultimate Vocal Remover v55°
application for the isolation of the voice. The result of this step is a
clean vocal track of the video. To make the training process more
efficient, these audio clips are split into semantically coherent seg-
ments of less than 10 seconds using an automatic audio splitter that
uses WhisperX [6], a long form audio transcription approach, to
find appropriate segmentations.® Following this step, we obtained
2,872 audio clips, each averaging about six seconds in lengths.

In initial experiments with various open-source Text-to-Speech
systems (TTS) that feature voice cloning, such as F5-TTS [14],
StyleTTS 2 [41], TorToise [12], and VoiceCraft [49], TorToise pro-
duced the most authentic reproduction of the four selected voices.
TorToise is an autoregressive transformer combined with a diffusion-
based denoising algorithm and a MEL-based vocoder. Another ad-
vantage of TorToise is that its GUI-based training process’ is suf-
ficiently simple, so that potential attackers do not require expert
skills in AT applications to clone a voice.

We train a model for each of the four selected speakers, with the
help of the aforementioned GUI. Each model is trained with a batch
size of 80 for 400 epochs with model checkpointing for every 50

Shttps://ultimatevocalremover.com/
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epochs. We then use each of the resulting models to generate exam-
ple outputs and to manually determine the ideal number of training
epochs per voice. For the voices of Lester Holt and Sophie Raworth,
300 epochs yielded the best results, whereas for Andrea Mitchell
and Carl Nasman, 350 training epochs were preferable. In terms of
training hyperparameters, the default values as suggested by the
training GUI are mostly used, such as a learning rate of 107>, How-
ever, some optimizations of the training hyperparameters were
performed in the initial experiments, resulting in MEL and text
learning rate weights of 1.0 and 0.6, respectively.

In order to eliminate the influence of spoken content and limit
human detection characteristics to acoustic features, the bona fide
stimuli are transcribed, and the transcriptions are used to reproduce
the same content with the trained voice clone models. The gener-
ated spoofed stimuli then undergo further manual post-processing.
All artifacts and noise are filtered out, and the frequency response
curves are brought closer to the original audio signal by applying
equalizer curves. Finally, the volume of the bona fide and spoofed
stimuli is normalized to ensure identical loudness levels.

In total, we prepare 12 audio stimuli for each voice, six of which
are bona fide and six of which are spoofed (48 in total). The audio
clips are between 11 and 15 seconds long and correspond to two
to three sentences of spoken content. All audio clips are stored as
lossless PCM waveforms with a sampling rate of 44.1 kHz.

For Experiment 2, in which videos are shown to participants
while listening, the pool of audio stimuli is extended with additional
stimuli following the methodology described above. For each of
the four selected newsreaders, we select two news videos that are
publicly available. To avoid providing any visual cues whether a
stimulus contains bona fide or spoofed audio, we collect video
material in which the speaker is not visible. The collected videos
feature symbolic visualizations to engage the viewer (sometimes
referred to as B-roll footage [32]), while the news are provided as a
voice-over. In total, we create a pool of 16 video clips, 8 of which
have unchanged audio tracks and 8 of which involve spoofed audio.
The clips are between 12 and 15 seconds long.

5 Empirical Study

In order to investigate the extent to which humans are capable of
recognizing the attacks mentioned above, we conducted two exper-
iments. Experiment 1 is a laboratory-controlled study in which the
cognitive load is systematically varied using a dual-task scenario.
The aim is to examine how this affects the ability to distinguish
between bona fide and spoofed voices. However, recent research
shows that humans are less accurate at detecting deepfakes in
audio-only scenarios compared to audiovisual media [16, 27]. We
therefore opted for a simple secondary task (similar to the estab-
lished 1-back assignment [25]) to ensure the primary discrimination
task (bona fide versus spoofed voice) could still be carried out. Ex-
periment 2 constitutes an application-oriented extension of the
research design, with the objective of validating the results using
real-life video sequences. The methodological approach employed
in both experiments is outlined below.
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5.1 Experiment 1: Auditory Sequences

Experiment 1 uses a dual-task technique to control and vary the
utilization of working memory capacities (cognitive load). The aim
is to investigate how this factor influences the reliability with which
bona fide and spoofed voices can be distinguished.

5.1.1 Design and Procedure. Experiment 1 takes place in a small
laboratory room. Participants are greeted and requested to sign a
form of consent. The experimental procedure is depicted in Fig-
ure 3 and described below. Participants are asked to complete a
demographic survey through which they could specify their age
and gender, and rate their experience with artificial voices and their
confidence in detecting them. The latter two were collected on a
7-point Likert scale ranging from no expertise (1) to expert (7), and
from not at all confident (1) to very confident (7), respectively.

Following this, participants are asked to familiarize themselves
with the bona fide voices of the four newsreaders. For each speaker,
we provide an approximately 15-second audio clip. Participants are
asked to listen to all four clips from beginning to end at least once.
The respective clips are not included in the pool for the single- and
dual-task exercises. Once participants become used to the voices,
the experiment starts.

To vary the working memory load, participants perform a single
and a dual task. The order of the assigned condition is counterbal-
anced across participants. In the single-task condition, participants
are asked to listen to 24 audio clips that are played in random order
via speakers. After listening to each clip, they are asked to indicate
whether the stimulus is bona fide or spoofed and to describe what
leads them to their decision. In addition, they are asked to rate their
confidence on a 7-point Likert scale and to evaluate the perceived
quality of the audio clips. At the end of each task, participants
are asked to rate the perceived difficulty and report heuristics that
helped them distinguish between bona fide and spoofed stimuli.
In the dual-task condition, a secondary task has to be completed
along with the primary task. Specifically, participants are required
to observe a series of digits displayed on a monitor and have to
press a button when a “3” follows a “1” The numbers on the screen
are updated at a rate of 0.8 seconds. The proportion of numbers
that are target stimuli range from 13% to 33%.

The 48 audio stimuli (obtained as described in Section 4) form a
combined pool from which stimuli are randomly drawn for each
participant in the single-task and dual-task conditions. However,
we ensure that bona fide and spoofed audios of identical utter-
ances never become stimuli for the same task. Participants are not
informed about the distribution of bona fide and spoofed stimuli.

5.2 Experiment 2: Video Sequences

Experiment 2 is conducted with the same participants immediately
after the completion of Experiment 1. However, while Experiment 1
uses an established approach to control and vary cognitive load,
Experiment 2 incorporates videos as an application-oriented compo-
nent, which constitutes the most common type of content on social
media. Both experiments focus on the manipulation of auditory
information. As in Experiment 1’s dual-task condition, decision-
making in Experiment 2 (bona fide vs. spoofed voices) is made
more difficult by incorporating visual information, although no
controlled variation of the cognitive load is performed here.
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Experiment 1 and 2, respectively.

5.2.1 Design and Procedure. Experiment 2 follows a similar study
procedure as Experiment 1. Participants look at a sequence of
8 videos, four of which containing spoofed audio, and have to
indicate after being exposed to a stimulus whether the stimulus
contains bona fide or spoofed audio. The post-item and post-task
questionnaires in Experiment 2 are identical to questionnaires in
Experiment 1. From the array of 16 video stimuli, 8 are selected at
random, bearing in mind that videos reciting the same utterance
(with bona fide and spoofed audio) are excluded from appearing
within the same task for the same participant.

5.3 Apparatus

The study application is implemented as a Flask server® respon-
sible for data logging and assignment of stimuli and tasks. The
front end is implemented using native HTML and JavaScript to pro-
vide survey forms and to collect data as well as to implement the
stimulus-response architecture (Experiment 1) and media playback
(Experiment 1 and 2). As the popularity of consuming social media
content on mobile devices in speaker mode increases, participants
listen to the stimuli through the internal dual speaker setup of an
HP OMEN 17 laptop in both experiments.

5.4 Participants

30 volunteers (22 males, none of whom are non-binary, with an
age between 20 and 36 years) participated in both experiments.
Due to the composition of the sample, age-related limitations in
hearing ability should be ruled out [48]. Furthermore, none of our
test subjects reported any issues with their ability to perceive sound.
Written informed consent was obtained prior to the data collection.

6 Results

In the following, we discuss the results for the two experiments—
Experiment 1 with auditory sequences and Experiment 2 with video
sequences—with respect to the accuracy of the participants in de-
tecting bona fide and spoofed voices.

6.1 Results: Experiment 1

Under single-task and dual-task conditions, participants achieve an
average accuracy of 0.67. The detection accuracy is slightly lower
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Figure 4: Accuracy in detecting voice clones in the single-
and dual-task conditions for spoofed and bona fide stimuli
averaged by participant.

under the dual-task (1 = 0.66, ¢ = 0.13) than under the single-task
condition (¢ = 0.68, 0 = 0.12). According to a paired t-test, the
mean accuracies achieved under these two conditions do no differ
significantly (p = 0.6). Independent of the task conditions, the mean
accuracy in detecting bona fide stimuli is higher (¢ = 0.7, 0 = 0.14)
than for spoofed stimuli (z = 0.63, o = 0.18), accompanied by a
substantial increase in standard deviation. In Figure 4, we compare
the detection accuracy of bona fide and spoofed stimuli under in-
dividual experiment conditions. While the median accuracies are
seemingly unaffected, we can see that the detection accuracies of
spoofed stimuli are much less consistent between participants un-
der the dual-task condition, which causes an increase of standard
deviation from 0.17 to 0.24. On the contrary, participants are more
consistent to detect bona fide stimuli under the dual-task condition,
causing a drop in standard deviation from 0.19 to 0.14.

As the mean accuracy seems to be unaffected by applying cogni-
tive load, we examine if there is a trade-off in primary (detection)
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Figure 5: Analysis of correlation between primary (voice-
clone detection) task accuracy and secondary task (1-back
task) F; of the participants. There is a weak negative cor-
relation (Pearson r = —0.19) indicating that a trade-off of
cognitive capacities exists.

Table 1: Effects of various variables in predicting whether a
participant guesses correctly according to a logistic regres-
sion model.

Variable Coefficient z-value p-value
Decision confidence 0.147 4.050 <0.001
Ground truth 0.282 2.444 0.015
Speaker: Mitchell -0.623 -1.251 0.211
Participant gender 0.143 1.079 0.281
Stimulus -0.013 -0.757 0.452
Participant age 0.008 0.555 0.572
Condition 0.052 0.454 0.650
Speaker: Nasman -0.232 -0.410 0.682
Speaker: Raworth 0.185 0.220 0.826
Speaker: Holt -0.028 -0.041 0.967
Participant experience -0.004 -0.103 0.918

and secondary task (1-back) performances under the dual-task con-
dition. If such a trade-off exists, participants exhibit a limited cog-
nitive capacity, which is divided across the primary and secondary
task. In Figure 5, the participant’s accuracy and F; in the individual
tasks are compared. According to Pearson’s correlation coefficient,
a weak negative correlation (r = —0.19) can be observed, which
implies that participants trade off performance in the individual
tasks. However, this correlation is not significantly different from
zero (p = 0.32).

To estimate the effects of individual variables, we fit a logistic
regression model that predicts whether a participant made a correct
decision. A Likelihood-ratio test on the model reveals that at least
one of the variables significantly improves the model fit (p = 0.0003).
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single-task and double-task conditions.

Table 1 contains the resulting coefficients, z-values, and p-values
for each analyzed variable, where the p-values originate from a
post hoc Wald-Test. To avoid significant findings due to chance
caused by the problem of multiple comparisons, we perform an
alpha correction using the Holm-Bonferroni method (¢ = 0.005
after correction). Decision confidence (i.e., how certain a participant
is about their decision) has a significant influence, suggesting that
participants have reflected well on their decisions. The ground truth
(i.e., whether a stimulus is bona fide or spoofed) may or may not
have a significant effect, depending on whether one accepts the
conservative correction. The dummy variable for bona fide is 1,
which means that the positive coefficient shows that if the stimulus
is bona fide, there is a higher probability that the participant guesses
correctly. The other variables have p-values that are undoubtedly
consistent with the null hypothesis and we omit their interpretation.

As the results of the logistic regression identify a participant’s
confidence in the decision as a good predictor of the participant’s
success, we dig deeper to see how accurate the self-reflection is
for the single- and dual-task conditions. Figure 6 shows the per-
centage of correct decisions under the condition that a participant
assigned a specific confidence score. Under the dual-task condition,
the function of the proportion of correct guesses resembles a mono-
tonically increasing function based on a participant’s confidence
rating. However, a participant’s self-reflection abilities under the
single-task condition seem to be worse. A point-biserial correlation
analysis reveals a correlation of r = 0.06 and r = 0.17 under the
single- and dual-task conditions, respectively, where only the latter
is significantly different from zero (p ~ 7 x 107°). Participants
under the single-task condition have a tendency to underestimate
their detection abilities. Although they assigned the lowest possi-
ble confidence of one, they still guess correctly above chance (60%
correct guesses). The highest proportion of correct responses in
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the single-task condition are collected when participants assigned
a confidence score of five.

Decision Indicators. As part of the experiment, we asked partici-
pants for a rationale on every decision to find common indicators
that humans use to decide between bona fide and spoofed. These
free text answers are manually analyzed to obtain an overview.

We find comparable indicators to what prior studies reported
(see Figure 1). Participants identified artifacts such as “glitches”,
drops in volumes, existence of digital effects (e.g., chorus, reverb,
echo), static and interference which make participants vote for
spoofed. However, also artifacts of human recording are identified
such as smacking of lips, breathing or microphone pops that make
participants believe that a stimulus is bona fide. Similar aspects are
identified with respect to the frequency profile of a stimulus where
dull, flat, muffled or distorted profiles are associated with spoofed
and clear and scratchy voices with bona fide stimuli. Voices labeled
as husk or hoarse are identified as either bona fide or spoofed.
In terms of inflections, participants identify absence of emotions,
robotic intonation, and monotone utterances as traits of spoofed
stimuli. One participant stated that the utterance exhibited a re-
laxed way of speaking and decided for bona fide while another
participant declared a voice as sounding irritated and labeled the
stimulus as spoofed. Most reported indicators are about pronuncia-
tion aspects of the utterances, which in most cases is an indicator
for spoofed stimuli. Participants categorize accents as fake and
point out mispronunciations, mumbling, stumbling over words,
and badly articulated syllables and word endings. Rhythm aspects
are also present, where inconsistent pace, or too fast or too slow
pace is associated with spoofed audio. Pauses are more frequently
associated with bona fide stimuli.

Some indicators are found in our study that are not part of our
taxonomy. One participant established a connection to the spoken
content, even though identical utterances are used for bona fide
and spoofed stimuli. Participants said that the content sounded like
it was generated by Al or that the news content was implausible,
which made them choose spoofed. This indicator aligns with an
observation made by Watson et al. [61] that if a political candidate
appeared in the utterance, more participants decided it was fake.
Furthermore, the familiarization seems to have an effect causing
participants to justify their choices by saying that the stimulus
sounded different (spoofed) or similar (bona fide) to the remembered
voice. Finally, some decisions are justified by simply having a “gut
feeling” or intuition.

6.2 Results: Experiment 2

Participants in Experiment 2, in which a video is shown in par-
allel with bona fide and spoofed audio clips, achieved an average
accuracy of 0.75. This accuracy is significantly higher than under
the single (1 = 0.68, p = 0.03) and dual-task (u = 0.66, p = 0.005)
conditions in Experiment 1. In Figure 7, the accuracies of detecting
bona fide and spoofed stimuli in the video condition are compared.
On average, participants detect bona fide stimuli with an accuracy
of 0.78 and spoofed stimuli with an accuracy of 0.71. According to
a t-test, these differences are not significant (p = 0.24). Noteworthy
are also the even larger standard deviations of 0.22 and 0.25 for
bona fide and spoofed stimuli, respectively.
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Figure 7: Accuracy in detecting voice clones in the video
condition of Experiment 2 in comparison to the single-task
condition of Experiment 1 for spoofed and bona fide stimuli
averaged by participant.

As Experiment 2 was conducted after Experiment 1, we analyze
if learning effects could explain the higher achieved accuracies.
Independent of what the condition was (order was randomized), the
average accuracy under the first condition is 0.65 while under the
second condition is 0.68. Although higher accuracies are achieved
in the second condition, the difference is not significant according
to a paired t-test (p = 0.2).

Finally, we wondered whether the participants who perform well
in Experiment 1 also perform well in Experiment 2. Figure 8 shows
individual task performances of each participant in single-task,
dual-task and video conditions. In the plot, we can observe that
in many cases, participants perform similarly good or bad across
Experiment 1 and 2 with a few exceptions. Participant 1 got a perfect
accuracy in the video condition while only achieving 50% accuracy
in the single-task condition. Similarly, participant 3 did well in the
dual-task and video conditions, but also only made 50% correct
guesses in the single-task condition. A correlation analysis reveals
that there is a moderate Pearson correlation between accuracies of
single-task versus dual-task (r = 0.32), single-task versus video-task
(r = 0.33), and dual-task versus video-task (r = 0.49).

Decision Indicators. Although participants are shown visual stim-
uli at the same time, the decision indicators on which participants
base their decisions do not differ substantially between Experi-
ment 1 and Experiment 2. The only noticeable difference is that at
least one participant stated that the videos made the stimulus more
credible and prompted him to vote for “bona fide”

7 Discussion

Based on the results of our two conducted experiments, the im-
pact of cognitive load on human detection abilities of voice-based
deepfakes remains ambiguous. There is no significant difference in
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Figure 8: Accuracy in detecting voice clones for each participant in the single-task, dual-task and video conditions. Participants

sorted by single-task accuracy.

average accuracy achieved under single-task and dual-task condi-
tions. However, we observe a drastic increase in standard deviation
of the accuracy going from the single-task to the dual-task con-
dition for detecting spoofed stimuli. We discuss three plausible
theories which could explain these observations.

The first theory entails that a 1-back task does not cause suffi-
cient cognitive load to significantly impact the detection accuracy.
This theory is backed up by the difficulty ratings of the participants,
of which only 11 found the single-task easier than the dual-task. 13
participant found dual-task to be as easy as the single-task condi-
tion, while 6 participants even found the dual-task to be the easier
condition. An argument against this theory is the found correlation
between the primary and secondary task performance. Although
this correlation is weak, it shows that some cognitive capacities
have to be divided across both tasks.

Given the fact that some participants found the dual-task condi-
tion easier than the single-task condition, our second theory states
that a second stimulus or task helps some participants to focus
more on the primary stimulus. For example, some studies found
that background music can increase focus on sustained attention
tasks [38]. Another example is the accessory stimulus effect, in
which task-irrelevant “accessory” stimuli can reduce the reaction
time of participants in a primary reaction task [28]. This theory
would explain the significantly higher accuracy in the video condi-
tion in Experiment 2. On the contrary, the theory does not explain
the variable accuracy of participants under the dual-task condition.

Assuming that the accessory stimulus effect applies for the video
condition of Experiment 2 but not for the dual-task condition of
Experiment 1, our third theory tries to explain the found accuracies
of the dual-task condition. This theory hypothesizes that there is
no interference between cognitive load caused by a 1-back task and
voice-based deepfake detection. While the 1-back task makes use of
working memory, detecting voice clones is an auditory processing
task which might require a different kind of attention. If this theory
is true, then the non-significant differences between single-task
and dual-task condition can be considered random noise.

The detection abilities of voice clones vary a lot from human
to human, which gets evident by the overall high standard devia-
tion across all tasks. The worst participant achieved an accuracy

below chance in all three conditions, while the best participant
maintained an accuracy above 80% across all tasks. However, partic-
ipants are somewhat consistent in their performance independent
of the task as shown by their moderately correlating task accuracies.
This shows how subjective the detection abilities are and that the
different accuracies were not achieved due to draws of easy stimuli.

8 Conclusion

People often encounter deepfakes in situations in which they are
exposed to cognitive load. Therefore, we examined the effect of cog-
nitive load on the accuracy of detecting voice-based deepfakes with
an empirical study. In two experiments, we compared the baseline
human detection performance to the accuracy while solving a 1-
back task in parallel or while watching symbolic video footage. We
found that a light cognitive load as caused by a 1-back task does not
systematically affect human detection accuracy. Furthermore, we
observed that participants who watched video footage in parallel
performed significantly better in the detection task, which could
be related to the accessory stimuli effect.

As the 1-back task caused potentially light cognitive load in
the participants, we want to repeat the experiment with consid-
erably harder secondary tasks. To determine whether these loads
are realistic compared to social media use, we plan to add a social
media simulation with scrolling through other posts and adver-
tisements as an additional experiment. In our experiments, only a
single stimulus-generating pipeline has been used in, which can be
added as an independent variable in a follow-up study. Moreover,
the role of the familiarity with the cloned speaker has not been
analyzed yet, which could be subject of a future study.

As we have observed, deepfakes can be hard for some people
to identify. We encountered participants with below chance accu-
racies on the task. Supporting those people by educating them or
implementing intervention strategies on social media platform is
detrimental to protect our society from waves of disinformation.
We hope that this and earlier studies are a call to action to miti-
gate the negative effects of disinformation and make social media
platforms a safer place for information access.
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